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Abstract
To enable the efficient utilization of clusters of workstations it is crucial to develop
a stable and rich software infrastructure. The ESPRIT Project SISCI will provide two
widely used message—passing interfaces, MPI and PVM, as well as a POSIX compli-
ant, distributed thread package (Pthreads) on multiple SCI-based clusters. This paper
features motivation and background on this projects as well as details of the two core
components: the common messaging layer and the Pthreads package.

1 Introduction

As PC clusters with high—speed interconnection networks are emerging as a cost—effective
alternative to large scale parallel systems, the question of their programmability has in-
creasingly become important to resolve. The individual machines must be tied together and
represented to the user as a single machine. In contrast to the traditional massively parallel
machines, this proves more difficult to accomplish in a cluster environment, as the machines
are not as tightly coupled and the operating systems are not geared towards clustering. The
SISCT Project [26] (Standard Software Infrastructure for SCI-based Parallel Systems), funded
by the European Commission as an ESPRIT HPCN project, attacks this problem focusing
on one promising interconnection approach, the Scalable Coherent Interface (SCI) [22].

This interconnection solution is one of various new local-area or system—area networks
that have made cluster-based computing attractive. However, it clearly differs from most
other networks, like Myrinet [2] or Fast Ethernet, as it is not based on explicit communication
via messages. Data is transfered using implicit communication via remote memory accesses.
Every node can map remote memory segments from any other node within the cluster into
its own address space and operate on it like on local memory. The actual communication
is triggered by the SCI adapter card on reads from and writes to remote memory segments.
This technique not only allows high throughput rates, but also low latencies of under 3
microseconds (one-way) as communication can be performed without any protocol overhead
or system calls.
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Within the SISCI project, several well-known parallel programming models will be imple-
mented on this new architectural concept, exploiting the possibilities offered by SCI. They
will provide a familiar and transparent access to the cluster and will allow for easy ports of
already parallelized code to the new environment. In order to open the clusters to a broad
range of applications, message passing programming models in the form of the widely used
libraries MPT [24] and PVM [25], as well as a shared memory programming model represented
by a POSIX 1003.1¢ [23] compliant thread package will be provided.

These programming models are challenging to implement in a cluster environment. Es-
pecially for the POSIX thread package, much work must be done to abstract the physically
distributed cluster memory into one global address space maintaining total transparency.
This problem is further increased by the fact that the package is supposed to be implemented
as a pure library approach without any special compiler support or the need to change the
original application source code.

Offering these two programming paradigms, message passing and shared memory, effi-
ciently on one single system opens this system to a whole new group of users and applications.
The programmer will decide which model to use according to the needs of the application;
it will no longer depend on the architecture of the underlying system. This forms a stable
basis for any future software development and will promote SCI-based parallel systems as
an attractive platform for low—cost parallel computing.

The remainder of this paper is organized as follows. An overview of the Scalable Coherent
Interface (SCI) as the enabling technology for this project is given in Section 2. Section 3
motivates the need for a standardized software infrastructure and gives further background
information on the project. Sections 4 and b describe in more detail two of the key components
of the SISCI project, the common messaging layer for MPI and PVM and the Pthreads
package. Section 6 offers a brief overview of related work, followed by some concluding
remarks in Section 7.

2 The Scalable Coherent Interface (SCI)

SCI is a recent interconnect standard [22] that specifies hardware and protocols to tightly
connect up to 64k nodes (e.g. workstations or PCs, multiprocessors, bus bridges, network
interfaces, I/O adapters) into a high—speed network [9, 10]. SCI defines computer—bus-like
services, but, in contrast to busses, offers fully distributed solutions for their realization. The
most notable of these services are a single physical 64-bit address space across SCI nodes
and related transactions for reading, writing, and locking memory locations in this hardware—
based distributed shared memory (DSM). Transactions for efficient messaging as well as for
fast event notification or synchronization are also specified.

Optional distributed cache coherence protocols for the SCI DSM have been developed so
that SCI systems with NUMA as well as CC-NUMA characteristics can be built. Exam-
ples for the former are local-area compute clusters for parallel processing built from stan-
dard workstation or PC nodes, as used in SISCI. The latter systems are represented by the
HP/Convex Exemplar, Data General NUMALiine, and Sequent NUMA—-Q multiprocessors.

SCT avoids the physical limitations of computer busses by employing unidirectional point—
to—point links only. Thus, in contrast to bus—based symmetric multiprocessors, the size and
number of processors of SCI systems are not limited by bus length and bus speed. The
links can be made fast and their performance can scale with improvements in the underlying
technology. SCT initially specifies link bandwidths of 1 Gbit/s using serial links and 1 Gbyte/s
using parallel links over small distances.

At the logical layer, SCI defines packet—based, split—transaction protocols. SCI specifies
up to 64 outstanding transactions per node, allowing for each node to pipeline multiple
packets into the network. The interconnect bandwidth can thus be utilized efficiently, and
the latencies of e.g. DSM accesses can be hidden effectively for the node.



The basic building blocks of SCI networks are small rings (ringlets). Large systems are
built of rings of rings, rings interconnected via SCI switches, or multistage interconnection
networks that can be constructed from ringlets. Further, a standardized interface of a node
to the SCI network is proposed, with an incoming and an outgoing SCI link per node. The
protocols defined for this basic model provide for fair bandwidth allocation and network
administration; they are deadlock—free and robust. Maintenance of data integrity and error
detection is primarily done in hardware, for instance by hardware checksum computation
and by timeout logic that supervises outstanding transactions and performs retries in case
of errors.

The major benefit of SCI networks and protocols is that communication can be performed
at user level via the hardware DSM, by load and store operations into memory regions
mapped from remote memories. This translates into latencies in the low microseconds range
in a cluster environment; see e.g. [18, 13] and [20, 21]. For high-volume communications, the
SCI messaging transactions can be employed which use DMA and SCI hardware protocols
for data transfers. Throughput close to the bandwidth provided by the network interface can
be achieved in this manner, e.g. [18, 13].

The SCI protocols do not guarantee in—order delivery of transactions. If this is an issue
for software atop of SCI hardware, implementation—specific facilities must be provided and
used to ensure correct implementation of message passing or shared—-memory communication.

The SISCI project uses current SCI hardware from Dolphin Interconnect Solutions: the
SBus/SCI adapter card [4] and PCI/SCT adapter board [5]. These boards plug into the /0O
bus (SBus or PCI) of off-the-shelf workstations or PCs and allow them to be connected
into SCI compute clusters. The adapters and associated driver software offer two interfaces
and communication facilities over the SCI DSM: shared—memory operations and DM A-based
messaging.

Each node can create shared memory segments in its I/O address space and export them
into the SCI network. Other nodes import these DSM segments into their I/O space. A
process may further map DSM segments into its virtual address space and, from that point
on, use standard load and store instructions to access shared, potentially remote memory.
The SCI adapter cards translate I/O bus transactions into SCI transactions (and vice versa)
and, using on—board address translation tables, local I/O addresses into SCI addresses (and
vice versa). Further, they participate in SCI protocol processing. None of the cards currently
supports (remote) lock transactions.

The functionality, the two-stage address translation scheme (virtual address — I/O ad-
dress — SCI address), and the performance of the SBus/SCT interface boards are described
e.g. in [13]. Throughputs of up to 25 Mbytes/s have been achieved with this card. Fur-
ther information on the PCI/SCT interface cards is given in [20, 21]. The PCI/SCT card
introduces memory barrier operations and the concept of streams. A memory barrier on a
node ensures that all DSM operations issued by that node have finished. A stream allows
to combine multiple consecutive SCI accesses to consecutive addresses to be combined into
larger packets (up to 64 bytes). PCI/SCI interfaces employing multiple streams have been
measured to achieve throughput of up to 70 Mbytes/s.

3 SISCI Background

As discussed above, SCI is a promising interconnect technology for building high—performance,
cost—effective parallel computing platforms out of “commodity off-the—shelf” workstation or
PC nodes. While hardware (SCT adapter cards and switches) and basic device driver software
for SCI compute clusters have been on the market for about three years, standard parallel
programming APIs like MPI, PVM, or a thread library, have not been available. These APIs
would support a wide range of parallel applications and enable application porting to SCI
clusters with relative ease.



The ESPRIT HPCN project SISCI aims at establishing this missing link. The project
develops appropriate software support for parallel programming on SCI-based clusters, by
implementing and evaluating the following formal and de facto standard software environ-
ments:

o the Message Passing Interface communication library (MPI);
o the Parallel Virtual Machine parallel programming system (PVM);

e a POSIX compliant, distributed thread package (Pthreads) that will transparently op-
erate across machine boundaries and provide a system—wide virtual address space.

The project pursues an approach to provide this software on multiple hardware platforms
from possibly multiple vendors, and on multiple operating systems. Therefore, in the interest
of portability and reusability of the programming environments as well, the project will also
define and implement a standardized low—level SCI programming layer. This layer is to hide
specific details of SCI hardware and device driver. It offers functionality such as setting
up, exporting, and mapping DSM segments, initiating efficient bulk data transfers via the
DMA facility, and initializing and monitoring the SCI network. In case a parallel application
requires highest efficiency, this low—level API can also be used directly; still, portability
among the different platforms of the project is being retained.

On top of these standard parallel programming APIs, a number of demanding parallel
applications will be ported or developed, respectively, and evaluated. The applications are
from diverse fields such as computational fluid dynamics (CFD), structural analysis, synthetic
aperture radar (SAR) imaging, and large—scale data acquisition.

Figure 1 depicts the layered structure of the SISCI cluster and software products. It must
be noted that MPI and PVM will be based on a common message passing layer that will
malke efficient use of the SCI DSM and communication facilities. The figure also shows a new
kernel-level component, the SCI Virtual Memory Manager, that extends the virtual memory
manager of the underlying operating system to established the global virtual address space
for the SISCI Pthreads. These two basic components will be dealt with in the rest of this
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Figure 1: The architecture of the SISCI project.

Two different cluster architectures are being used in SISCI: (1) SPARC-based worksta-
tions with Dolphin SBus/SCI adapters and the Solaris operating system; (2) PentiumII-
based high—end PCs with Dolphin PCI/SCT interface cards and Windows NT. Systems inte-
gration and cluster administration issues are also being addressed in the project.



4 Common Messaging Layer for MPI and PVM

The SISCI project develops the two widely used message passing interfaces, MPI and PVM
for SCI clusters. MPI will be implemented on top of Unix and PVM on top of Windows NT.
Despite the different operating systems, both message passing interfaces are to be built on
top of SCI distributed shared memory. This enables the use of a common message passing
layer based on shared memory segments and allows the efficient implementation of MPI and
PVM on top of it.

Message passing interfaces on top of SCI DSM are designed to offer SCI’s good com-
munication performance, especially the low message latency, to application software. Short
messages' are sent and received by direct accesses to shared memory segment. Additional
copy operations and the overhead for setting up network DMA hardware are avoided wher-
ever possible. However, for long messages this overhead becomes negligible and the SCI DMA
hardware is used to relieve the CPU and to achieve high bandwidth.

Designing a common message passing layer (CML) for MPT and PVM requires a detailed
understanding of MPI and PVM functions. Close analysis of their semantics gives slight
differences in most routines while only a small set of routines are identical. Despite these
differences; a basic CML can be designed to form a base for the implementation of both MPI
and PVM.

4.1 Terminology

In order to explain the slight semantic differences between MPI and PVM it is necessary to
introduce some terminology at this point.

A message has arrived (at the receiver) if it is available in the messaging layer at the
receiver. The term to match a message is used when an arrived message 1s paired with a
receive call. A message that has been matched can not be matched again. The term to post a
recetwe describes the action where the messaging layer is informed that a message of a given
type is expected to arrive. A posted receive will immediately be matched if the message had
arrived already.

The term unezpected message is used to describe a message that has arrived, but no
matching receive has been posted. A message consists of two parts: a header which identifies
the message, and the body which 1s the contents of the message. A message is identified by
an address, which is the triplet (sender, tag, communicator?).

4.2 Functionality of the CML

The main semantic differences between MPI and PVM are in receiving messages. One good
example is the non-blocking receive, present in both MPI and PVM. In MPI, the non—
blocking receive 1s called once, followed by a wait—for—completion call. When the latter
returns, the message is available in the user buffer. In PVM, the non-blocking receive simply
returns if the message is not available, like a non—blocking probe. The user has to call the
routine repeatedly until the message is available, at which point it is matched and copied
to the system receive buffer. Thus, in MPI, a receive call will always match exactly one
message, in contrast to PVM, where multiple receive calls may fail until one succeeds and
the message is received.

Furthermore most PVM “receive” calls (other than pvm_precv()) do not receive any data
into user buffers, but only the PVM “unpack” functions can do so. Hence, in PVM receiving
a message 1s alway split into two functions: the receive calls and the unpack call.

IThe threshold delimiting “short” and “long” messages can be adjusted at configuration time and is set
to 1024 bytes by default.
2For PVM the communicator is merely a constant value.



The conclusion is that in both MPI and PVM receive calls may or may not match a mes-
sage, depending on whether the call was non—blocking and whether the message has already
arrived. But the problem at what time messages are matched and data is received is solved
differently in the two interfaces. The solution for the CML is to provide the fundamental
functionality for MPI and PVM: A function called common match() that matches a message
and a second call common_copy () that will get the message out of the system buffer into user
memory. These functions can be called from MPI and PVM as required.

Other functionality of the CML includes:

e A blocking receive function, useful for both MPI and PVM, that matches and receives
a message into a user buffer.

A non-blocking send function that can be used “as is” by MPI; together with a wait—
for—completion function, it forms a blocking send function for PVM.

A search function that seeks for arrived messages.

e A cleanup function that keeps the DSM read buffer from getting filled up and allows
further messages to be received.

e Queues to store posted receives as well as unreceived messages and outstanding DM A
transactions.

e A separate thread that maintains the outstanding DM A queue to support transfers of
long messages.

4.3 Implementation of the CML

Basic Structure and the Receive Ring Buffer

Figure 2 shows the basic structure of the DSM message—passing routines. This structure
consists of a part for sending messages (left, on node A) and a part for receiving messages
(right, on node B).

Node A | Node B
Send Ring Buffer 1) Receive Ring Buffer
u
]
,,,,,,,,,,,, -]
u
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Shared Memory Area, located on local host
Local Receive Counter ‘ I Local memory
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Figure 2: SCI DSM send and receive buffers.

The gray marking aside of an area means that it 1s local physical memory shared with
another node via SCI, the white side-bars on the opposite side of the drawing mark the
respective counterparts of these areas: mapped memory areas that physically reside on a
remote node. This means that the gray and white marked areas always have the same
contents as their counterpart on the opposite side of the drawing. All memory accesses to a



gray area are treated as regular memory accesses, while read and write operations to white
areas are transformed into remote accesses to their counterpart. Variables marked black
reside in regular local memory which is not shared.

The send and receive buffers are organized as ring buffers. Every ring buffer offers a
number of message slots consisting of space for the message header and the contents of a
short message. Every slot has a Message Arrived flag which is set by the sender and cleared
when the message has been matched by the receiver?.

Relying solely on this flag for detecting free message slots and newly arrived messages
would not guarantee correct message ordering and could also lead to race conditions. There-
fore two counters control the ring buffers: the Send/Receive Counter and the Send/Receive
Acknowledge Counter. As depicted in figure 2, the Send Counter and the Receive Counter
(as well as the acknowledge counters) are only different names for the same value.

The sender writes messages to the slot pointed to by Send Counter and then increases this
counter. The Send Acknowledge Counter marks the last free slot that may be used by the
sender. The receiver, when matching a message, checks all slots starting from Local Receive
Counter until Receive Counter for newly arrived messages (Message Arrived flag set).

When the first message at Local Receive Counter is matched, this pointer is increased to
the next unmatched message. The Recewe Acknowledge Counter is increased as soon as the
message has been received and the slot can safely be reused.

The Unexpected Message Queue

Receive Acknowledge Counter
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[

[
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Figure 3: Receive Ring Buffer and Unexpected Message Queue.

In order to avoid deadlocks in case the Receive Ring Buffer (RRB) is filled up with
unexpected messages while a blocking receive is waiting, the receiver can call a cleanup
function that moves messages from the RRB to the Unezpected Message Queue (UMQ).
Redundant copying of messages is prevented by cleaning the RRB as late as possible (see
figure 3).

When matching a message, the UMQ has to be checked first to see whether the message
already has been moved from the RRB. Next, the RRB is checked in case the message arrived
after the last cleanup.

The Posted Receive Queue
MPI Irecv() is a mechanism to post a receive request enabling the underlying message
engine to copy the message into the user buffer as soon as it arrives. To facilitate this, the

SNote that a matched message still stays in the Receive Ring Buffer (RRB) and is removed from there
later.



Posted Receive Queue (PRQ) is added to the CML. For every message found in the RRB, the
match function first checks the PRQ. If no match is found in the PRQ, the match function
tries to match the message that was intended to be received by the calling function. In this
manner correct ordering of messages is ensured even when allowing posted receive requests.

Long Message Transfer

Long messages are transfered using a combination of both available message passing
mechanisms: the message header is sent via DSM, while the bulk data is transfered through
a DMA mechanism. The CML guarantees that the correct message order is always preserved,
thus long messages and their headers will not be mixed up. The DMA mechanism is handled
by separate tasks (threads) processing the queues of outstanding requests. The common send
and receive functions enqueue the requests and receive a handle that can be used to check
whether the transfers have been completed.

4.4 Summary

The common message passing layer for MPI and PVM provides the means for efficiently
implementing MPI and PVM on top of SCI shared memory and SCI DMA transfers. Both
mechanisms are used, depending on which one is more efficient. Transfers of short messages
avoid unnecessary memory copy operations: every message is copied once into the network
and once out of the network. Only in case of unexpected messages jamming the Receive Ring
Buffer, additional memory operations have to be done in order to prevent temporal blocking
of the sender.

For long message transfers we relieve the CPU from copying large amounts of data into
the network. By using SCI DMA transfers, threads/tasks are not blocked and the bulk
bandwidth of the SCI hardware can be exploited.

5 SISCI-Pthreads

Besides the previously mentioned message passing approach, the SISCI project will also
feature a shared memory programming model. A POSIX compliant thread package [23]
will be implemented on the SISCI cluster on top of Windows NT. It will provide complete
transparency to the user, allowing the execution of Pthread applications without recompiling
or even rewriting the application. As a pure library approach, it will be sufficient to simply
link the library to the code and execute it on the target platform.

5.1 Motivation and Objectives

Unlike message passing, shared memory with multithreading has the advantage that its
programming model does not differ far from the conventional sequential one. It is therefore
simpler to learn, and applications are easier to write or to port. This is mainly achieved by the
fact that the programmer only has to deal with one address space that spans all participating
machines. Conceptually, there is no distinction between local and global data; all data can
be directly accessed by any processor. Hence, there is also no need for data redistributions
allowing easier and more implicit implementations of load and work distribution. However,
this ease of programmability comes at a price; the complexity of the implementation of such
a system is rather large as each processor needs fine grain access to all the data. Due to
this, shared memory programming models can normally be found on tightly coupled systems
like symmetric multiprocessors (SMPs), whereas loosely coupled machines, like clusters, are
programmed using message passing.

The SISCI Pthreads project has the goal of forming a bridge between these two worlds
incorporating the best of both: an easy—to—use programming model in the form of globally



shared memory on top of a cost efficient cluster environment consisting of “commodity off-
the—shelf” components. The main challenge is to create a fully transparent memory that is
shared across all participating machines. Each thread running within a Pthread application
must be provided with the same view on the memory; the data distribution must be hidden
completely.

5.2 Architectural Concept

SCT offers hardware support for a shared—-memory concept allowing transparent remote mem-
ory accesses within a cluster. However, it is not powerful enough to provide the capabilities
needed to implement a globally shared memory. Instead, it provides mechanisms similar to
inter—process shared memory as known from workstations. To achieve the necessary intra—
process shared memory, additional software mechanisms known from traditional software
DSM approaches have to be applied. By combining them with the remote memory opera-
tions offered by SCI, a new concept, called the SCI Virtual Memory, can be created featuring
intra—process shared memory. In contrast to traditional software DSM systems, however,
data does not have to be migrated or replicated within the system, eliminating the problem
of false sharing and the cost of a multiple writer consistency protocol. Remote accesses can
be satisfied directly via the SCI network allowing for an efficient implementation of a globally
shared memory in a cluster environment.

: Node A Node B }

! % % %Thread % % %Thread !

| Teamon A TeamonB
7 Virtual addressspaceon A~ Virtual addressspaceonB
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Physical memory on A Physical memory on B

PCI address space on A PCI address space on B

SCI physical address space

Figure 4: SCI Virtual Memory.

The architectural concept of the SCI Virtual Memory can be seen in figure 4. Like in
software DSM approaches, the memory 1s distributed at the granularity of pages. A thread
can access data in pages in the same node using standard memory accesses. In order to access
data in remote pages, the page has to be mapped via SCI into the local address space first,
before the access can be carried out. Once accomplished, memory accesses to remote pages
can be done like local ones. The SCI hardware transparently forwards the memory request
to the remote node without any further user interaction.

The basis for this mapping is formed by the SCI physical memory. It comprises the
physical memory on all nodes and forms a global physical address space. From this address



space, pages can be mapped into the local PCI address space. This is done using the address
translation tables of the SCI card. From there, the page is mapped into the thread’s virtual
address space using the memory management unit of the local processor.

These mappings can normally not be done statically at the beginning of the application’s
execution. The address translation tables in the SCI adapters as well as the PCI address
space are limited resources and are normally not large enough to store all information needed
for the whole runtime simultaneously. To solve this problem, a dynamic scheme has to be
applied, that creates mappings on demand, similar to swapping pages into main memory by
the virtual memory manager.

5.3 Implementation Issues

This architectural concept introduces some problems for a concrete implementation. First,
in order to be able to perform dynamic mapping at any time, the physical location and
state of any page in the system has to be known to any node. This can only be achieved
by maintaining a global page directory. This task is further complicated by the fact that
pages can be swapped to disk. To prevent this for pages that are mapped from remote
nodes, these pages have to be temporarily locked. As this can potentially cause an unfair
memory consumption by the Pthread application, the working set of pages has to be actively
monitored and controlled. In the case that too many pages are locked by the Pthread
application, some pages must be released to free memory for other applications.

Besides these pure implementation issues, some performance issues also have to be taken
into account in order to achieve good performance. A central issue is the initial page dis-
tribution. It can be done statically, e.g. in a round robin fashion, or dynamically based on
runtime information. Other performance related issues include the implementation of fast
mappings and low management overhead for keeping the global page information consistent.

On top of the implementation of SCI Virtual Memory, a global abstraction of a process can
be created representing the Pthread application. All threads created during the application’s
runtime are distributed onto the participating nodes. In order to be able to host the threads
on one node, they are grouped together into teams and executed in a team process context.
This fact, however, is hidden from the threads; they are not aware of this and execute in the
same way as they would execute on a standard SMP system.

5.4 Summary

In summary, the SISCI Pthreads offer an SMP-like programming model on SCI-based clus-
ters of PCs. They introduce a second programming paradigm for loosely coupled systems,
allowing the port and the execution of new applications that haven’t been run on clusters
before. In particular, programs utilizing fine grain parallelism will gain some advantages
from this new execution environment.

6 Related Work

Software environments for clusters of workstations is an area of intense research, but also
shows a wide diversity with respect to programming models and interconnection technologies.
The SMIiLE project [11] at the Technische Universitdt Miinchen is focusing on SCI [22]
as the underlying technology. Other projects dealing with SCI can be found at several
institutions worldwide including the University of Paderborn [21], the University of Oslo
[18] , the University of California at Santa Barbara [12], and the University of Florida [6].
The main focus of the majority of projects is primarily message passing and its efficient
implementation on top of SCI shared memory. Only a few projects, like Split-C [13] at
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UCSB, evaluate SCI as the base for globally shared memory programming environments.
These projects have to be seen in the same context as the SISCI Pthreads.

Also work on software infrastructure environments or high performance virtual machines
is done at several places. Of special interest and closely related to the described workpackages
of the SISCI project are the Illinois High Performance Virtual Machines [3] and the Millipede
project [14] as both are using Windows NT as the underlying operating system. The first
one implements several programming libraries,; including the Illinois Fast Messages [19] and
MPI [24] while the latter constructs a cluster—wide shared object space and is intended as
a low-level programming model or basis for a runtime system of a parallel programming
language.

Work related to the development of the Common Message Layer for MPI [24] and PVM
[25] can be found at Mathematics and Computer Science Division at the Argonne National
Laboratory. Together with the implementation of the MPICH library [8], a standard im-
plementation of the MPI specification, the differences between MPI and PVM have been
investigated [7].

The Pthreads project utilizes mechanisms and basic concepts from pure software DSM
approaches. A well-known representative of this group is the TreadMarks [1] implementation.
Here, shared pages are replicated across the cluster and synchronized with the help of a com-
plex multiple-writers protocol. To minimize the cost of maintaining the memory consistency,
a relaxed consistency model is applied, Lazy Release Consistency [15]. However, unlike in the
SISCT Pthread approach, where the sharing of the memory is transparently embedded into
a global abstraction of a process, TreadMarks require the programmer to explicitly specify
the shared segment. The same is also valid for the DSM-Thread [17] approach, which like
the SISCI approach, is based on a POSIX compliant [23] API. This thread package, based
on the FSU-Pthreads [16], allows the distribution of threads across a cluster interconnected
by conventional interconnection networks, but does not provide complete transparency. It
therefore forces the user to modify and partly rewrite the application’s source code.

7 Conclusions and Future Work

As clusters of PCs are getting more commonplace, software developers are demanding stan-
dardized APIs to efficiently create portable code for this new architecture. The SISCI project
attacks this problem by providing a complete software infrastructure on SCI based clusters.
The project features a large variety of activities reaching from work on low-level APIs up
to a large variety of applications from different areas. Two of the integral components of
the project have been shown in detail: the Common Message Layer and the SISCI Pthread
package.

The first one will be used to implement both MPI and PVM on a common base sharing as
much functionality as possible. As shown here, this goal can be achieved without sacrificing
performance based on a detailed knowledge of MPI and PVM function semantics. The next
steps in this development will be further extensive testing of the existing CML implementation
and the realization of MPI and PVM on top of it.

The second, the SISCI Pthreads, introduce a pure shared memory programming model
into the world of cluster computing, as it is traditionally from tightly coupled systems like
SMPs. It provides the user with a new view of the system using globally shared memory
in cooperation with threads in contrast to message passing, the traditional programming
model for loosely coupled distributed memory machines. By merging SCI remote memory
operations and software mechanisms from traditional DSM systems, the necessary globally
shared memory can be achieved while still providing complete transparency. This concepts
opens up several challenging implementation issues that still have to be researched further.
Next steps in the project also include the implementation of a first base version of the SCI
Virtual Memory as well as the selection of a comprehensive benchmark suite.
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In summary, the software infrastructure created by the SISCI project will feature the two
mostly used parallel programming models, message passing and shared memory in coopera-
tion with multithreading, on a single architecture. By having both programming paradigms
on one system, each user has the chance to choose the right programming interface for their
application needs and personal preference. This will not only ease the programmability and
porting code onto SCI based clusters, but also form a stable platform for any further software
development on this architecture.
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