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Abstract. The main assumption of many routing protocols for wire-
less mobile ad-hoc networks (MANETs) is that end-to-end paths exist
in the network. In practice, situations exist where networks get parti-
tioned and traditional ad-hoc routing fails to interconnect different par-
titions. Delay/disruption-tolerant networking (DTN) has been designed
to cope with such partitioned networks. However, DTN routing algo-
rithms mainly address sparse networks and hence often use packet repli-
cation which may overload the network. This work presents a routing
approach that combines MANET and DTN routing to provide efficient
routing in diverse networks. In particular, it uses DTN mechanisms such
as packet buffering and opportunistic forwarding on top of traditional
ad-hoc end-to-end routing. The combined routing approach can be used
in well-connected networks as well as in intermittently connected net-
works that are prone to disruptions. Evaluation results show that our
combined approach can compete with existing MANET and DTN rout-
ing approaches across networks with diverse connectivity characteristics.

Keywords: mobile ad-hoc networks, disruption-tolerant networks, rout-
ing, simulation

1 Introduction

The majority of state-of-the-art routing protocols [1] for wireless mobile ad-
hoc networks (MANETs) assume the existence of an end-to-end path between
source and destination pairs. These protocols fail to deliver packets if such an
end-to-end-path does not exist. However, in real application scenarios, ad-hoc
networks may not be fully connected since disruptions cause the network to get
partitioned. In practice, many ad-hoc networks will provide well-connected re-
gions but still suffer from partitioning which prevents end-to-end communication
between a subset of the nodes. A reason for such disruptions are link failures
caused by obstacles or the mobility of nodes. Diverse connectivity characteris-
tics impose challenges on the communication network, especially on the routing
protocol. Hence, there is a need for hybrid routing protocols that exploit multi-
hop paths to efficiently route packets in well-connected parts of the networks
and permit inter-partition communication by storing packets that cannot be

This is an authors' version of the manuscript. Final version published in Proc. 13th International Conference on Ad-Hoc 
Networks and Wireless (ADHOC-NOW '14). Springer LNCS 8487, pp. 1-14, 2014. The final publication is available at: 
http://dx.doi.org/10.1007/978-3-319-07425-2_1



2 Christian Raffelsberger and Hermann Hellwagner

routed instantly. One example for networks that are prone to partitioning are
hastily formed ad-hoc networks for emergency response operations. These net-
works may be diverse in terms of connectivity and networking equipment. The
connectivity may range from well-connected networks, where nearly all nodes
are interconnected, to sparse networks, where most nodes are disconnected. In
between these two extremes, the network may also be intermittently connected
and provide several ‘islands of connectivity’. For instance in disaster response
scenarios, which are a promising application domain for mobile ad hoc networks,
members from the same search and rescue team may be interconnected as they
tend to work near each other. However, there may be no end-to-end paths avail-
able between different teams or the incident command center and teams that are
spread on the disaster site. MANET protocols that try to find end-to-end paths
will not work satisfactorily in such emergency response networks that provide
diverse connectivity characteristics [6].

Routing algorithms for Delay- or Disruption-Tolerant Networking (DTN) [8]
do not assume the existence of end-to-end paths but allow nodes to store mes-
sages until they can be forwarded to another node or delivered to the final
destination. This mechanism is called store-and-forward or store-carry-forward
routing and increases robustness in the presence of network disruptions. How-
ever, many DTN routing algorithms use packet replication to improve delivery
probability and delivery delay. Whereas this mechanism is beneficial in sparse
networks that provide few contact opportunities, it may dramatically decrease
performance in dense networks, since it introduces high overheads in terms of
transmission bandwidth and storage.

The contributions of this paper are as follows. We introduce a combined
MANET/DTN routing approach called CoMANDR that extends end-to-end
MANET routing with mechanisms from DTN routing. CoMANDR is designed
to cover a broad range of connectivity characteristics, from intermittently con-
nected to well-connected networks. The combined routing approach makes no
assumption about the existence of end-to-end paths. It can deliver packets in-
stantly if end-to-end paths exist or select custodian nodes opportunistically to
bridge islands of connectivity. We evaluate our approach in several scenarios and
compare it with other state-of-the-art routing approaches from the MANET and
the DTN domain.

The remainder of the paper is structured as follows. Section 2 introduces the
routing protocols that are used in the evaluation. Section 3 describes the design
of CoMANDR. Section 4 presents the evaluation setup including a scenario de-
scription and the used metrics. The simulation results are discussed in Section
5. Finally, Section 6 concludes the paper and discusses possible future work.

2 Related Work

This section briefly describes the protocols that are used in the evaluation.
PROPHET [5] is a flooding-based DTN routing protocol that uses the so called
delivery predictability metric to decide to which nodes a message should be
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forwarded. The delivery predictability is a measure of how likely it is that a
node can deliver a message to its destination. It is based on the assumption
that nodes that have met frequently in the past, are also likely to meet again in
the future. Whenever two nodes meet, they exchange and update their delivery
predictability values and exchange all messages for which the other node has a
higher delivery probability. For this evaluation, CoMANDR uses PROPHET’s
delivery predictability metric in its utility calculation function (see Section 3.2
for details). CoMANDR is dependent on a MANET routing protocol that finds
end-to-end paths in the network. We did not choose a specific MANET routing
protocol for the evaluation. Instead, we use a generic link state protocol, referred
to as MANET, that finds the shortest end-to-end paths in the network and is ca-
pable of routing packets in connected parts of the network. The MANET routing
protocol implementation supports to limit the maximum length of end-to-end
paths that are reported. By limiting the path length it is possible to simulate
imperfections of MANET routing protocols in real networks. Without this limi-
tation, the packet delivery ratio of MANET represents the upper bound for all
protocols that rely on end-to-end paths. The same MANET routing protocol is
used in CoMANDR to build the routing tables and route packets if a path is
available. Some recent approaches that combine MANET and DTN routing have
added packet buffering to a MANET routing protocol [2][7]. These approaches
buffer packets instead of dropping them if no end-to-end path is available. We
added packet buffering to the optimal MANET routing protocol to simulate this
kind of approach. The resulting protocol is called MANET store-and-forward
(MANET-SaF) and is one example for hybrid MANET/DTN routing. Addition-
ally, the evaluation includes the Epidemic routing protocol [9]. Epidemic routing
floods the whole network. In particular, whenever two nodes meet, Epidemic
routing exchanges all messages that the other node has not already buffered.
If transmission bandwidth and buffers are unlimited, Epidemic would utilize all
available routes and optimize delivery delay and packet delivery ratio. Hence,
Epidemic sets the upper bound for the performance of any routing algorithm.
However, Epidemic’s high resource usage negatively affects its performance in
resource-constraint environments.

3 Combined MANET/DTN Routing

Combined MANET/DTN Routing (CoMANDR) works like a traditional rout-
ing protocol for MANETs when end-to-end paths are available. It uses the rout-
ing table that is calculated by the MANET protocol to route packets that can
be reached instantly over a multi-hop end-to-end path. Thus, CoMANDR will
exactly work like the underlying MANET routing protocol if the network is
fully connected. To cope with disruptions, CoMANDR utilizes two mechanisms
from delay/disruption-tolerant networking: packet buffering and utility-based
forwarding. If the routing table contains no valid entry for a packet’s destination,
CoMANDR buffers the packet instead of discarding it. The rationale behind this
behavior is that a buffered packet may be sent later when a route becomes avail-
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able (i.e., sender and receiver are in the same connected component). There may
be situations where an end-to-end path between sender and receiver will never
be available. To handle such situations, CoMANDR may also forward packets
to nodes that are assumed to be closer to the destination. The decision to which
node a buffered packet should be forwarded is based on a utility function. One
interesting aspect is that the utility function can re-use information that is col-
lected by the MANET routing protocol (e.g., information from the routing table
or link-state announcements). However, it is also possible to collect additional
information to calculate utility values for other nodes in the network. The util-
ity values are used to determine an alternative path if no end-to-end path has
been found. Nodes with higher utility values are more likely to deliver packets to
the destination. In general, CoMANDR first tries to send a packet via available
MANET routes. If this is not possible, the packet is sent to the neighbor with
the highest utility value for that packet. While this procedure is repeated, the
packet is sent hop-by-hop towards the destination. The following pseudo code
describes the basic algorithm to combine MANET and DTN routing:

procedure RoutePacket(p)
nextHop = queryRoutingTable(p)
if nextHop 6= NULL then

sendTo(nextHop, p)
return

end if
nextHop = getMaxUtilityNode(p)
if getUtiliy(this, p) < getUtility(nextHop, p) then

sendTo(nextHop, p)
else

bufferPacket(p)
end if

end procedure

3.1 Packet Buffering

In order to provide store-carry-forward routing, packets need to be buffered
when no end-to-end path is available. Additionally, it is checked if a routing
table entry is valid. The packet delivery ratio can be increased if the validity of
routes is checked and packets are buffered in case of stale routes [7]. An entry is
invalid if its next hop entry is currently not available (i.e., there is no wireless
link to the one hop neighbor that is advertised by the entry). Such stale route
entries may be an effect of link outages caused by the mobility of nodes or by
obstacles and MANET routing protocols need some time to detect and handle
such events. To identify if a next hop is available, MANET routing control traffic
can be monitored [7]. Additionally, information from other layers may be used.
For instance, information about the status of links that are provided by the
underlying link layer protocol.

Apart from deciding when to buffer a packet, it is also important to decide
when a buffered packet can be sent. In case of temporary link outages, packets
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may be sent as soon as the link is available again or a proactive MANET rout-
ing protocol has provided an alternative path that includes a valid next hop.
However, there may be cases where no end-to-end path will be found since the
destination of a buffered packet is in another partition. In these cases it is bene-
ficial to forward the packet to a node that is more likely to deliver the message.
This mechanism is called utility-based forwarding and is described in the next
section. It is important to note that the evaluated version of CoMANDR only
forwards a single copy of every packet since every node deletes a packet that it
has forwarded to another node. This saves transmission bandwidth and storage
but may negatively affect routing performance in sparse networks.

3.2 Utility-based Forwarding

The utility of a node describes the node’s fitness to deliver a packet towards
its destination. In general, a node will hand over a packet to another node if
the other node has a higher utility value. The utility may be dependent or
independent of the destination [8]. A destination-independent utility function is
based on characteristics of the potential custodian node, such as its resources or
mobility. On the other hand, destination-dependent utility functions are based
on characteristics concerning the destination, such as how often a node has met
the destination or if a node and the destination belong to the same social group.

The combined use of a utility table and a MANET routing table allows nodes
to route packets in both connected and disrupted networks. The MANET routing
table represents some sort of spatial information (i.e., which nodes are currently
in the vicinity of a node). Combining routing table information with utility
functions that contain historic data (e.g., information about previous states of
the routing table), effectively calculates spatio-temporal clusters of nodes. This
information allows a node to determine to which other node a packet should be
sent, when there is currently no end-to-end path to the destination available.

The performance of a utility function is influenced by the characteristics of
the scenario. Hence, it is important to choose a utility function or a combina-
tion of functions that fits the specifics of the intended application scenario. We
have chosen a utility function that uses routing table entries to calculate meet-
ing probabilities based on the well-known PROPHET routing algorithm [5] for
DTNs. Although we performed some experiments with different parameters for
the utility calculation, to empirically determine parameters that suit the sce-
narios, it is important to note that the purpose of this work is not to find an
optimal utility function. Instead, this work intends to show that a combination
of MANET routing and DTN routing (i.e., applying mechanisms such as packet
buffering and utility-based forwarding on top of a MANET routing protocol) is
beneficial in some scenarios.

To limit the calculation efforts for the utility function and the amount of
data to be exchanged, every node should limit the number of nodes it keeps
in its utility table. One possibility is that every node only keeps the n highest
entries in its utility table. Another possibility is to remove nodes if their utility
value drops under a certain minimum threshold. The second option was used for
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the evaluation (i.e., nodes are removed from a utility table if their utility value
drops below 0.2). If nodes are not in the utility table of another node, they will
not be used as custodian nodes. This prevents nodes from forwarding packets
to custodians that only offer a low chance to deliver the packet to its destina-
tion. Otherwise, a lot of transmissions would be performed without significantly
increasing the delivery probability.

CoMANDR uses a modified version of the PROPHET meeting probabil-
ity calculation function to calculate the utility of a node. In contrast to the
PROPHET protocol, that only considers when two nodes directly meet (i.e.,
there is a direct link between the nodes), CoMANDR also considers multi-hop
information from the routing table. When a node i has a routing table entry for
another node j (with a distance less than infinite), CoMANDR considers node i
and j to be in contact. This allows nodes to exploit multi-hop paths to determine
contacts with other nodes.

As the MANET routing protocol regularly updates the routing table entries,
the meeting probabilities and thus the utility values for other nodes need to be
updated as well. To be precise, every node i manages one utility value for every
node j that it knows. The set of known nodes includes all destinations for which
a routing entry exists or has existed previously (i.e., disconnected nodes that are
still kept in the cluster). So if a route to node j is known, node i will update the
utility value for node j (denoted as Uij) using PRoPHET’s probability update
function:

Uij = Uij + (1− Uij) ∗ α (1)

On the other hand, for a node k that is not in the routing table but has a
utility value, the utility value Uik is reduced:

Uik = Uik ∗ γ (2)

The parameter α determines how fast the utility converges to 1 if there is a
contact between two nodes, whereas γ determines how fast it converges to 0 if
there is no contact. Both parameters need to be in the range between 0 and 1.

Every node needs to regularly broadcast all calculated utilities (the utility
table) to its direct neighbors. When a node receives the utility table of another
node, it can use this information to update its own utility table. If a node i is in
contact with node j that has a utility value for node k, node i can transitively
update its utility value for node k. For instance using PROPHET’s transitive
update function:

Uik = max(Uik old, Uij ∗ Ujk ∗ β) (3)

β is used to control the impact of transitivity. It is worth noting that the transi-
tive update function is general and not tied to the use of PROPHET’s meeting
probability.

4 Evaluation Setup and Scenarios

The overall goal of the evaluation is to show that CoMANDR performs well
in a broad range of connectivity settings. The Opportunistic Network Environ-
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ment (ONE) simulator [4] is used to evaluate all protocols. The ONE is mainly
intended to evaluate DTN routing protocols. It focuses on the network layer
and does not implement physical characteristics of the transmission. Although
this imposes a lack of realism, we believe that it is still possible to make a fair
comparison between MANET, DTN and our hybrid MANET/DTN approach.

We needed to implement multi-hop MANET routing within the ONE. In
particular, we implemented a link state protocol that uses Dijkstra’s shortest
path algorithm to calculate the shortest paths in the network. This link state
MANET routing protocol is also used by CoMANDR to route packets in the
connected parts of the network. Hop count is used as route metric, as the ONE
does not provide any information about the quality of links. All nodes have the
same view on the network. Thus, the implemented MANET routing protocol is
optimal. In reality, routing protocols have to cope with imperfect information
about the network (e.g., information about links is missing or wrong). Hence,
routing protocols have problems to find end-to-end paths in mobile scenarios.
In particular, paths that comprise many hops may not be found. Additionally,
the throughput of end-to-end paths drastically decreases with the hop count
[3]. Thus, we restrict the maximum length of paths that are reported by the
MANET routing algorithm to simulate these problems. If not denoted otherwise,
the routing table only includes routes with a maximum end-to-end path length
of five hops for all experiments. This restricts the maximum path length that
MANET can exploit to five. All other protocols may still exploit longer paths
as they do not only use end-to-end paths but also store-and-forward routing to
deliver packets.

4.1 Scenarios

All protocols are evaluated in several scenarios that offer different connectivity
characteristics. In a first set of experiments we varied the transmission range and
simulation area size to get a diverse set of networking scenarios, ranging from
well-connected to sparse networks. We calculated the connectivity degree for all
scenarios (see 4.2) and selected three scenarios offering different levels of connec-
tivity. In particular, we selected three scenarios that use the same transmission
range of 100 m but have a different simulation area size. The selected scenar-
ios include a well-connected scenario, a sparse scenario and an intermittently
connected scenario that lies between the other two.

The mobility model that is used in all scenarios is the random walk model
as implemented in the ONE. In particular, a node selects its next destination by
randomly selecting a direction, speed and distance, after waiting for a random
pause time. Since the maximum distance between two consecutive waypoints is
limited, nodes moving according to this model tend to stay close to each other for
a longer time, compared to the random waypoint model. It is important to note
that random mobility rather puts PROPHET and CoMANDR at a disadvantage
because both protocols assume that the future encounter of nodes is predictable.
However, we argue that the low movement speed of nodes (i.e., the max speed is
2 m/s) and the fact that consecutive waypoints are close to each other, mitigate
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Table 1. Simulation parameters

Mobility model

No. nodes 100

Model Random Walk

Movement speed 1 to 2 m/s

Pause time 0 to 60 s

Distance (min,max) 0 to 50 m

Wireless settings

Transmission range 100 m

Transmission rate 4 Mbps

Traffic model

Packet creation interval 500 to 2500 s

Packet creation rate 1 msg every 30 s (per node)

Packet size 100 kB

Packet buffer size 700 MB (per node)

Parameter for PROPHET routing/CoMANDR

Pinit(=α) 0.9

β 0.7

γ 0.995

the effects of random mobility to some extent. For instance, two nodes that have
met recently are also more likely to meet each other again than two nodes that
are far away from each other. Moreover, it has been shown that PROPHET is
still able to perform reasonably well in scenarios with random mobility [5].

The total simulation time is 4500 s and all experiments are repeated 23 times
using different seeds for the mobility model and the traffic generator. All scenar-
ios include 100 nodes. Traffic is generated by creating a new packet with random
source and destination every 0.3 s. Hence, a node generates a new packet every
30 s on average. No traffic is generated after 2500 s to allow the routing proto-
cols to deliver buffered packets before the simulation ends. All packets have an
infinite time to live. Important simulation parameters are listed in Table 1.

4.2 Metrics

The first metric that is used to evaluate the routing approaches is the packet de-
livery ratio (PDR). It shows the ratio between successfully received packets at the
destination and the number of created packets. The hop count shows how many
nodes a packet has passed from source to destination. The transmission cost
metric denotes the ratio between transmitted packets and successfully received
packets. For single-copy schemes such as MANET routing and CoMANDR, the
transmission cost is proportional to the average hop count of all successfully
received messages. For the other schemes, the transmission cost is mainly influ-
enced by the number of message replicas. The latency represents the time that is
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needed to transfer a packet from the source to the destination. Latency includes
the buffering time and the transmission time for all nodes along the path.

A metric that is often used for evaluating mobile ad-hoc routing protocols
is the routing control overhead (i.e., the traffic overhead for finding end-to-end
routes). However, different MANET routing protocols greatly vary in the amount
of control overhead they introduce [10]. As this study only includes a generic
MANET protocol, it is not feasible to directly measure control overhead. As
CoMANDR and MANET-SaF are extensions of the generic MANET protocol,
the overhead for these three protocols is comparable. It is also fair to assume that
the control overhead of the underlying MANET routing protocol is significantly
lower than the data overhead introduced by the multi-copy schemes that are
evaluated in this paper. Hence, we argue that not taking control overhead into
account should not hinder a fair comparison of the evaluated protocols.

Three additional metrics are used to characterize the network connectivity of
the simulation scenarios. The connectivity degree CD is the probability that two
randomly selected nodes are in the same connected component at a given point
in time (i.e., an end-to-end path between the two nodes exists). A connectivity
degree of 1 denotes a fully connected network, whereas 0 denotes a network
were all nodes are isolated. The connectivity degree at a given point in time t is
calculated as follows:

CDt =
∑

Pi∈Pt

|Pi|
|N |
∗ |Pi| − 1

|N | − 1
, (4)

where N denotes the set of all nodes in the network and Pt denotes the set of
partitions that comprise the network at a given time t. |Pi| denotes the number
of nodes in one particular partition and |N | the total number of nodes in the
network. As the connectivity degree changes over time, the average connectivity
degree for the duration of the simulation has to be calculated as follows:

CD =
1

T
∗

T∑
t

CDt, (5)

where T denotes the number of samples that have been taken and CDt the
connectivity degree for one sample. For the scenarios in this paper, CD denotes
the mean value of 4500 samples (i.e., one sample per second). Another metric
that describes the connectivity of a network is the largest connected component
(LCC). The LCC denotes the number of nodes that are located in the largest
partition. The third metric used to characterize the scenario in terms of connec-
tivity is the number of partitions with at least two nodes. Hence, the number of
partitions does not include isolated nodes. Table 2 lists the connectivity charac-
teristics for the evaluation scenarios.

5 Results

This section includes the evaluation results for CoMANDR, Epidemic, PRO-
PHET, MANET and MANET-SaF. Unless otherwise stated, figures show mean
values of all simulation runs and error-bars denote the 95% confidence interval.
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Table 2. Scenario characteristics in terms of network connectivity.

Size of area Avg. connectivity Largest connected Avg. no of

(in m x m) degree CD component (avg) partitions

700x700 0.882 92.886 1.915

800x800 0.634 74.95 3.853

1000x1000 0.157 30.276 17.982

The packet delivery ratio for all evaluated protocols in the three scenarios
is shown in Figure 1a. Traditional end-to-end MANET routing is clearly out-
performed by the other protocols and achieves the lowest PDR in all scenarios.
Epidemic routing can deliver most packets in all scenarios. This is due to the
fact that the link bandwidth is very high and nodes can store all packets in
their buffers, which is the ideal case for Epidemic. No packets are dropped be-
cause of full buffers which maximizes Epidemic’s performance. PROPHET can
achieve a similar PDR in well-connected and intermittently connected scenarios.
The performance results of CoMANDR and MANET-SaF are comparable in the
well-connected scenario. The reason for this is that source and destination are
very likely to be in the same connected component at some point in time and the
packets can be delivered via an end-to-end path. Hence, MANET-SaF works sim-
ilarly to CoMANDR in this scenario and both protocols achieve nearly the same
PDR. However, CoMANDR outperforms MANET-SaF in the other two scenar-
ios. In the sparse scenario, CoMANDR could deliver nearly 50% more packets
than MANET-SaF. This performance gain is achieved by the utility-based for-
warding scheme of CoMANDR that forwards packets towards the destination.
Thus, CoMANDR can deliver packets to destinations that are never in the same
connected component as the source, which improves its performance compared
to MANET-SaF.

The protocols are diverse in terms of transmission cost as shown in Fig-
ure 1b. Due to its aggressive replication scheme, Epidemic nearly performs 100
packet transmissions to deliver one packet. Although PROPHET can reduce
this number by not forwarding packets to neighbors that have a lower deliv-
ery predictability, it still replicates packets extensively. MANET produces the
lowest transmission cost as it only delivers packets via the shortest available
end-to-end path. As the path has to be available instantly, it drops packets if
it fails to find such an end-to-end path. MANET-SaF has a higher transmis-
sion cost than MANET as buffering packets instead of dropping them allows it
to deliver more packets, especially via longer paths. CoMANDR has a higher
transmission cost if the connectivity is low. However, compared to the multi-
copy schemes Epidemic and PROPHET, its transmission cost is still very low.
Thus, CoMANDR offers the best trade-off between packet delivery ratio and
transmission cost among all protocols. We believe that this is a very important
feature of CoMANDR as resources are often scarce in mobile networks. Reducing
the number of transmissions and hence reducing the wireless channel utilization
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Fig. 1. Performance comparison for scenarios with different connectivity.

and battery consumption, while still providing a good packet delivery ratio, is
an important issue in many scenarios.

The hop count is shown in Figure 1c. In general it can be said that, for the
same scenario, the hop count is correlated with the packet delivery ratio. In
particular, the protocols that achieve a higher packet delivery ratio achieve this
mainly by utilizing longer paths which increases the average hop count. Since
MANET only delivers packets via end-to-end paths, its hop count is limited by
the fact that end-to-end paths do not comprise many hops, especially in the
sparse scenario. Additionally, as long end-to-end paths have been removed from
the routing table to simulate imperfections of MANET protocols in real net-
works, the maximum hop count is limited. We also performed some experiments
with a higher hop limitation for end-to-end paths. With higher hop limitations,
MANET also utilizes longer paths and the average hop count is higher. Due to
space constraints, we cannot present detailed results about hop count for these
experiments. As mentioned before, MANET-SaF can deliver more packets via
longer paths as it stores packets if no end-to-end path is available, or the end-to-
end path breaks while the packet is on its way to the destination. Similarly, the
multi-copy schemes Epidemic and PROPHET have a higher hop count as they
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are able to deliver more packets via long paths. The hop count of CoMANDR
is similar to the one of MANET-SaF for the well-connected and intermittently
connected scenarios. In the sparse scenario, CoMANDR’s utility-based forward-
ing technique finds more paths but also needs more hops. However, as only one
message copy is passed in the network, this does not cause a high transmission
cost.

Latency is shown in Figure 1d. Since MANET only uses instantly available
end-to-end paths, it has the lowest latency. However, at the cost of a low PDR.
The other protocols have a significantly higher latency due to packet buffering.
Similar to the hop count, the latency is correlated with the PDR.

We also performed experiments with a varying hop count limit for the end-
to-end paths. As mentioned before, MANET routing protocols often fail to find
multi-hop paths including many hops, especially in mobile scenarios. For the
previous experiments, we limited the maximum path length to five which is a
rather conservative estimation and limits the performance of MANET and pro-
tocols depending on it (i.e., CoMANDR and MANET-SaF that use MANET to
route packets in the connected parts of the network). Figure 2 shows how the
PDR is affected by the length limitation of end-to-end paths. An interesting find-
ing is that the store-and-forward mechanism of MANET-SaF and CoMANDR
is a good means to increase the PDR, when the MANET protocol does not find
longer multi-hop paths. For instance, in the intermittently connected scenario
(see Fig. 2b), CoMANDR with a relatively strict maximum end-to-end path
length of four achieves a higher PDR than MANET with practically no restric-
tion (i.e., hop limit 20). Even in the well-connected scenario, idealistic MANET
routing has a lower PDR than CoMANDR and MANET-SaF for hop limits
greater than five (see Fig. 2a). This is an indication that CoMANDR may also
perform better than traditional MANET protocols in well-connected but quickly
changing networks, where traditional MANET protocols fail to find end-to-end
paths because of the mobility of nodes.

We also performed experiments to assess the performance of CoMANDR
using different values for α, β and γ. Due to space constraints we cannot present
the results in detail. However, results show that the aging factor γ has a higher
impact on routing performance than α and β. Especially in scenarios with low
connectivity, γ should be set to a high value as this increases the PDR, without
increasing the transmission cost significantly. The values listed in Table 1 offered
the best performance over all scenarios.

In the given scenarios, the packet delivery ratio of CoMANDR is always
better than or equal to the delivery ratio of MANET and MANET-SaF routing.
This shows that the mechanisms applied by CoMANDR on top of MANET
routing, namely packet buffering and utility-based forwarding, are beneficial. In
contrast to MANET routing, CoMANDR achieves packet delivery ratios that are
comparable to state-of-the-art DTN routing algorithms in the intermittently and
low connected scenarios. It is worth noting that sufficiently large buffers were
provided in all scenarios. This is very beneficial for Epidemic and PROPHET
since the packet delivery ratio is not negatively affected by packet drops caused
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Fig. 2. Packet delivery ratio for different end-to-end path hop limits.

by full buffers. On the other hand, CoMANDR is much more efficient. Thus, the
performance of CoMANDR will obviously be less affected by limited resources.
This shows that CoMANDR is well suited for a broad range of networks.

6 Conclusion

CoMANDR combines MANET and DTN routing in order to ensure good per-
formance across a broad range of networks. In well-connected networks, it works
similar to traditional MANET routing. Additionally, it uses mechanisms to store
and opportunistically forward packets to custodian nodes if no end-to-end path
exists. Evaluation results show that our approach can compete with or outper-
form other state-of-the-art routing protocols both from the MANET and DTN
domain. One important advantage of CoMANDR is that it offers a good trade-off
between packet delivery ratio and transmission cost. As the intended applica-
tion scenarios of CoMANDR include networks consisting of resource-constrained
mobile devices, using resources efficiently is a very important feature of the pro-
tocol.
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For this evaluation CoMANDR was implemented as single-copy scheme. How-
ever, it would be interesting to assess its performance if packet replication were
used. This should improve CoMANDR’s performance in very sparse networks.
However, as the intended application domain of CoMANDR are diverse net-
works, it is important to design a replication scheme that does not introduce too
high overheads concerning storage and bandwidth which would decrease perfor-
mance in well-connected parts of the network and waste possibly scarce resources
such as transmission bandwidth, battery or storage. Other topics for future work
are to look into additional utility functions and evaluate CoMANDR in realistic
scenarios such as emergency response operations, that are an interesting appli-
cation domain for this kind of routing approach.
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