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Abstract

The aim of this paper is to describe a Quality of Service (QoS) model enabling to measure the perceptual quality of video transmissions by exploiting metrics from different layers (service, application, network) in an interoperable way. As such we are able to keep the quality experienced by the end user at a satisfactory level without cost-intensive subjective tests. Therefore, we propose a detailed QoS model for video transmission following the philosophy of the ITU-T's E-model for audio and show how this can be translated into interoperable description formats offered by the MPEG-21 Multimedia Framework.

1 Introduction

The requirement to access multimedia content such as video and audio streams during everyday's life is omnipresent. Research and standardization efforts around to what is commonly known as Universal Multimedia Access (UMA) has gained momentum and offer a rich set of tools enabling such an access from a technological point of view. However, most of these techniques exclude the human end user who is actually the source of the above mentioned requirements and ultimately wants to consume multimedia content independent of his/her context. The issues resulting from a more user-centric perspective are collectively referred to as Universal Multimedia Experience (UME) [1] where the user takes a center stage.

An important aspect with regard to UME is to measure the quality experienced by the user in an objective way and to signal the required quality metrics by standardized, i.e., interoperable, description formats. As the objective measures may require quality metrics coming from various layers (i.e., service, application, and network) we propose to adopt cross-layer interactions, especially when transmitting multimedia content over wireless channels [2].

In this paper we propose a QoS model enabling to measure the perceptual quality of video transmissions taking into account quality metrics coming from different layers and following the philosophy of the ITU-T's E-model for audio. In order to enable interoperability among the involved parties – mainly the service provider and the content consumer – we propose to adopt description formats (i.e., tools) from the MPEG-21 Digital Item Adaptation (DIA) standard. In particular, we demonstrate how our QoS model can be instantiated using MPEG-21 DIA tools enabling a generic metadata-driven decision-taking component to determine which parameters of the content needs to be adjusted and how in order to provide a satisfactory quality experienced by the end user.

The remainder of this paper is organized as follows. Section 2 describes the background in terms of probing QoS and MPEG-21. Our proposed QoS model including how it is mapped to interoperable description formats offered by MPEG-21 is described in Section 3. Conclusions and future work items are outlined in Section 4.

2 Background

2.1 Probing Quality of Service

For audio streams, in 1996 the European Telecommunications Standards Institute (ETSI) and the International Telecommunications Union (ITU-T) publish a model that estimates the perceived quality experimented by users in phone calls. This model (E-model) is based on the premise that: "Psychological factors on the psychological scale are additive". The E-model takes into account factors such as packet loss, delay, and others like the equipment impairment and the packet loss robustness factors that depends on the codec used in the connection as is described by the recommendation ITU-T G.113.

When we are dealing with video streams there are multiple parameters that can change between two videos even if they are coded with the same codec.
Most of up-to-date codecs define different profiles with several resolutions, frames per second, bit rates, etc. Some approaches have used automatic measures of the video quality based on the Peak Signal to Noise Ratio (PSNR) [3]. But because it is impossible to have the original picture at the destination, the PSNR can only be used to extract some parameters of the Mean Opinion Square (MOS) in function of the packet loss.

If we analyze the PSNR picture by picture, it does not take into account the transition between pictures, and the human perception is very sensitive to this transitions. Thus, this method does not give a good perceptual approach of a video sequence. Other solutions such as the Video Quality Metric (VQM) offer an objective quality approach to help in the design and control of digital transmission systems [4]. In [5] appears a study which takes into account the perceptual impression of packet loss, variation in the frame rate and synchronization with the audio signal. Finally, a more sophisticated study considering the opinion of the users is also explained in [3].

2.2 MPEG-21 Multimedia Framework

The MPEG-21 Multimedia Framework comprises a set of standards (17 parts) with the aim to enable transparent and augmented use of multimedia resources across a wide range of networks, devices, user preferences, and communities, notably for trading (of bits) [7]. In particular, it shall facilitate the transaction of Digital Items (DIs), i.e., media resources, metadata, and structural information among Users of the entire digital media distribution chain. Note that Users within this framework include also communities and organizations and are not restricted to the single human end user. The standard can be clustered into six categories each dealing with different aspects: declaration and identification of Digital Items, digital rights management, adaptation of DIs regarding different usage contexts, processing of DIs, various systems aspects (e.g., a file format), and miscellaneous (e.g., reference software, conformance, etc.).

A vital part with respect to UMA/UME as introduced in Section 1 is part 7 of MPEG-21 entitled Digital Item Adaptation (DIA) [8]. This part of MPEG-21 specifies normative description tools to assist with the adaptation of Digital Items as depicted in Figure 1. That is, only the information required by media resource and description adaptation engines is standardized while the actual adaptation engines are not normatively defined. Furthermore, such an open architecture allows for various QoS management techniques to be applied including means for cross-layer multimedia content adaptation as proposed in this paper. Therefore, the relevant MPEG-21 DIA description tools are briefly described in the following subsections:

- Usage Environment Description (UED)
- Universal Constraints Description (UCD)
- Adaptation Quality of Service (AQoS)

2.2.1 Usage Environment Description

The Usage Environment Description (UED) tool allows one to instantiate the fundamental input to any kind of adaptation engine in an interoperable way. The UED includes various properties of the context in which a Digital Item is consumed (or, more generally, processed) and comprises four categories.

First, terminal capabilities provide means for describing both receiving and transmitting capabilities in terms of supported en-/decoders, display and audio output properties, user interaction support, and power and storage characteristics, etc.

Second, network characteristics and conditions describe the static and dynamic properties of the network enabling multimedia adaptation for improved transmission efficiency. The static properties include information about the maximum capacity of the network and the minimum guaranteed bandwidth a network can provide among others. The dynamic properties deal with available bandwidth, error and delay.

Third, properties related to the user characteristic may include information about the user, usage preferences and history, presentation preferences, accessibility characteristics, and location where the user wants to consume the Digital Item.

Finally, natural environment characteristics are related to the physical environment conditions around a user such as lightning condition, noise level, or time and location. For further reading the reader is referred to [8][9].

2.2.2 Universal Constraints Description

The UED as described in the previous section mainly describe static properties of the context in which a Digital Item is processed. However, for
adaptation purposes it is desired to further constrain UEDs by explicitly signaling the adaptation engine a range of adaptation possibilities. For example, a terminal may have a resolution of 480×320 pixels but one could also adapt to a resolution below that. Therefore, the Universal Constraints Description (UCD) tool provides means for describing limitation and optimization constraints which may be used to further constrain the usage of Digital Items or the usage environment with respect to the possible adaptation space.

2.2.3 AdaptationQoS

The AdaptationQoS (AQoS) tool provides means to specify the relationship between constraints (i.e., the UED), feasible adaptation operations (e.g., transcoding, scaling, etc.) satisfying these constraints, and associated utilities (i.e., qualities, for example, in peak signal-to-noise ratio). Together with the UCD (and also UED) it allows one to formulate a mathematical optimization problem for which a variety of algorithms can be applied [10]. In the worst case, the problem to be solved is a mixed-variable multi-criteria optimization problem with general constraints as it is discussed in [11].

A high-level architecture of an adaptation decision-taking engine based on the above introduced description tools is depicted in Figure 2.

3 An Interoperable QoS Model for Video Transmission Exploiting Cross-Layer Interactions

3.1 QoS Probes and Mapping

In our study we made an analysis of the perceptual quality for video transmission with different ranges of parameters. We used two different video sequences codified with AVC/H.264 and a frame rate from 6.25 to 25 frames per second. The video bandwidth used is between 150 and 1500 kbps, and finally, we introduced simulated random packet loss up to 10%. With all this ranges we build a huge repository of videos with some of their parameters modified. In this way, we can observe not only the effect on the subjective quality of the video when varying only one parameter, but also can simultaneously study the cumulative effect on the quality of several of them.

A public survey has been distributed in order to include as wide and heterogeneous audience as possible in both, internal and external approach, in a national and European environment. Each person watched a minimum of 10 videos randomly selected from the repository and rated the quality of the video between a value of 1 for a bad quality and 5 for a perfect quality. From this evaluation and the corresponding content parameters we were able to derive the following formulas (bottom-up) to be used in a video transmission system.

3.1.1 Impact of Packet Loss

For loss distribution we have used a Bernoulli model. All the packet loss introduced in the videos were made assuming random losses distributed over an uniform probability density function which means that all the packets have the same probability to be dropped.

Figure 2. High-Level View of an Adaptation Decision-Taking Engine.

Figure 3. MOS vs. Packet Loss for 900 kbps.
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In the real world, packet dropping used to appear in the form of bursts of random length. A burst is a period with a high density of losses with independent probability which produces a larger distortion than isolated losses. Other models like Gilbert and Markov describe state models that transition between gap (good) states and bad (burst) states which have high or low density of independent losses. For this reason when we calculate the quality in short intervals, the packet loss density distribution can be considered uniform even if we are inside a burst.

The first step to process all the gathered data was to remove the atypical qualities, i.e., those values that are too different from the majority. These atypical data can be explained due to mistakes made during the input of the data, the videos were watched in non-optimum conditions, the user had a bad day, etc. We consider atypical (outliers values) all the data that were deviated from the mean more than 3/2 of the standard deviation. Then we found the equations that fit the curves described by the data clouds as shown in Figure 3.

The equations that minimizes the mean error among all the opinions (once we discard all the atypical data) for the different values of the analyzed bandwidth is shown in Equation 1 as shown in Equation 2.

The values of the constants P1, P2, P3, and Q1 for the different bit rates analyzed when represented describe increasing/decreasing curves that can be easily approximated (Equation 3). This way we can describe the relationship between the bit rate and the packet loss and how they influence in the obtaining of the quality perceived by the users as shown in Equation 4.

### 3.1.3 Impact of Frame Rate

An interesting study in how the quality perception changes as a function of the frame rate is shown in [6].

This study categorizes the media streams using three parameters: temporal nature of the data (i.e., soccer match vs. interview), audio (auditory) and visual content. Based on this categorization the watchability of the media streams is analyzed for all the possible combinations and making a classification based on the perception of the users between 1 and 7 (where 7 is the best quality).

We extrapolated this study to the case of a video on demand scenario where the video sequences have a high temporal nature. Considering that 30 fps has the best quality (i.e., 7) and normalizing the values, we can see the degradation factor that suffers the media rating in function of its frame rate in Figure 4. The equation that describes the curve of degradation of quality in function of the frame rate and minimizes the mean quadratic error is shown in Equation 5 where fps is the number of frames per second.

The curves that describe the different frame rates studied were calculated using an initial curve obtained – as explained in Section 3.1.1 – and the degradation factor of Equation 5 were applied. In order to check the accuracy of the proposed equation, the different curves have been compared with the data obtained from the real users as is shown in Figure 5.
3.1.4 Impact of Delay

The delay is important when a high interactivity is required, e.g., video conference, whereas in scenarios like video streaming where a buffer space is created and as long as the data can be downloaded as fast as it is used up in playback, the influence of this parameter will practically disappear. Therefore, we have not further considered this factor.

3.1.5 Model proposed

The quality perceived by the user will be obtained mainly from the values of the bit rate and of the packet loss within the network, this maximum value will be influenced by the frame rate of the video proportionally. Therefore, the final formula used to obtain the perceived quality of a video streaming is shown in Equation 6.

3.2 Adding MPEG-21 Support Enabling Interoperable Cross-Layer Interactions

In order to provide interoperability when well established layers are broken up, we propose to utilize MPEG-21 DIA tools for describing functional dependencies between the layers. In particular, QoS mappings as described in Section 3.1 – possibly ranging across well-defined network layers – are instantiated with the MPEG-21 DIA tools introduced in Section 2.2. In this section we will show how the proposed QoS model as defined in Equation 6 can be instantiated using interoperable description formats according to the three-step approach described in [12].

The functional dependencies of the MOS function are described using MPEG-21 DIA AdaptationQoS' stack functions, i.e., XML-based reverse polish notation (RPN), given a range of possible content frame rate and bit-rate combinations (expressed via a so-called look-up table) with the objective to maximize the MOS. The context in which the multimedia content is consumed is characterized through the packet loss measured at the receiving terminal and communicated towards the multimedia content providing entity using an MPEG-21 DIA Usage Environment Description (UED). In addition to the UED, the constraints of the probe – as indicated by Equation 6 – are expressed by an MPEG-21 DIA Universal Constraints Description (UCD) utilizing limitation constraints which are attached to the UED.

Excerpts of the aforementioned interoperable descriptions are shown in Figure 6. Note that the complete descriptions can be found elsewhere. The AdaptationQoS excerpt provides the multiplication of the functions representing the MOS vs. Packet Loss and bit rate equation (Equation 4) and the frame rate model (cf. Equation 5) respectively. Both functions are also represented as stack functions and so on demonstrating the modular usage of this tool. The maximization of the MOS is indicated by an optimization constraint referencing the MOS IOPin of the AdaptationQoS description. The UED excerpt describes a network with 1500 kbps available bandwidth and three percent packet loss. Finally, the probes' UCD excerpt defines that only packet losses of smaller than 10 percent are allowed.

\[
\begin{align*}
\frac{f_{R}(fps)}{fps + 5.714} &= -0.00102 \cdot fps^2 + 1.164 \cdot fps + 1.704 \\
\forall \ fps &\in [5,30]
\end{align*}
\]

Equation 5. Frame Rate Model.

\[
MOS (l, br, fps) = f_L(l, br) \cdot f_R(fps)
\]
\[
\forall \ l \in [0,10] \%
\]
\[
\forall \ br \in [150,1500] \text{kbs}
\]
\[
\forall \ fps \in [5,30]
\]

Equation 6. Our proposed QoS Model.
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evaluating the quality of video streams in a non-philosophy of the E-model for audio, a new model for measuring the quality perceived by the final user. This requires a reliable model able to translate the problems encountered in the network (packet loss, etc.) into a good QoS it is necessary to know what is the quality of multimedia traffic experienced by the user. This framework in large-scale pilots featuring interconnected test-beds across Europe during the course of the IST-ENTHRONE project [13].
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Figure 6. MPEG-21 DIA Description Excerpts.

Once these descriptions are available, they can be fed into an adaptation decision-taking engine (ADTE) as shown in Figure 2. In our work we rely on an existing implementation [10]. In particular, the implementation is generic in a sense that the core is independent of the actual description format and solves a mathematical optimization problem by restricting the solution space in order that the limitation and optimization constraints are fulfilled. In our example, the ADTE will assign values to the AdaptationQoS’ IOPins which can be used to adjust the bit-rate and frame rate according to the measured packet loss while maximizing the MOS.

4 Conclusion and Future Work

When delivering multimedia data through heterogeneous networks and in order to guarantee a good QoS it is necessary to know what is the quality of multimedia traffic experimented by the user. This requires a reliable model able to translate the problems encountered in the network (packet loss, etc.) into a measure of the quality perceived by the final user.

In that sense, this paper proposes, following the philosophy of the E-model for audio, a new model for evaluating the quality of video streams in a non-intrusive way. This new model depends on network factors easily extracted from the RTP traffic data.

Furthermore, this paper shows how such a model can be translated into interoperable description formats offered by the MPEG-21 Framework enabling optimization strategies applied across layers ranging from the service layer to the network layer.

Future work will include the evaluation of this model in large-scale pilots featuring interconnected test-beds across Europe during the course of the IST-ENTHRONE project [13].